
International Journal of P2P Network Trends and Technology- Volume 3 Issue 2 March to April 2013 

ISSN: 2249-2615                  http://www.ijpttjournal.org                 Page 42 

Communication and Implementation of Plug 

and Play Enabled Devices in Sensor Network 
Mr. Mahesh Kumar M.R 

#1
, Mr. Sreenatha M 

#2
 

 

Assistant Professor 
#1, #2

 

Department of CS & E, 

J.S.S Academy of Technical Education,  

Affiliated to Visvesvaraya Technological University, 

Bangalore, India. 
     

 

Abstract - Most of sensor networks are static in 

nature and do not provide standardized and 

systematic network management capabilities. 

Intelligence is not associated with the sensors. In 

order to make a sensor network more dynamic in 

nature, there is need to monitor the sensor network 

with the elements of the network management like 

Fault, Configuration, Security and Performance. This 

project is on the demonstration of Plug and Play 

(PnP) enabled devices (smart sensor node) in 

different levels to provide network and sensor 

management in dynamic fashion using Simple 

Network Management Protocol (SNMP) and Hyper 

Text Transfer Protocol (HTTP).  
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I. INTRODUCTION 

 Sensing technology is a cornerstone for 

many industrial applications. The ease and flexibility 

of sensor network has enabled us to use personal 

assistance devices to be used anywhere but at the 

same time it has many anomalies as well. Sensor 

network should be well monitored in order to detect 

anomalies in the network. 

A. Plug and Play 

 

 A network becomes dynamic when each of 

the components in the network must have Plug and 

Play (PnP) capability. Plug and Play suggest that a 

user can plug the sensor into the signal conditioning 

everything is automatically configured and is ready to 

take the measurements. Thus Plug and Play plays a 

very important role in managing a dynamic network.  

A Plug and Play enabled node in the network has to 

perform the following features: 

 Announce its presence to other nodes in the 

network. 

 Configure itself to the default setting during 

the startup. 

 Acknowledge to client/servers in the 

network. 

B. Smart Sensor Node 

 

A node becomes intelligent or smart sensor node: 

 If it can communicate the data in the 

network and measure of the health of the 

node in the network (battery life). 

 Smart sensor node should communicate 

through a network using common internet 

protocols such as TCP/IP [2]. 

There are many examples of implementation of smart 

sensor networks. Applications include using smart 

sensors to control traffic signal lights in metropolitan 

area, [1]. Another application has smart sensors used 

to monitor automobile controls, [5]. Other 

applications include large scale urban monitoring 

where wireless sensor nodes are used to monitor the 

environment, roadways, civil structures, [4]. 

 

C. Problem Statement 

 

 Unlike the traditional network are more 

static in nature, sensor networks are dynamic and 

need strict monitoring in order to detect any 

anomalies in the sensor. Maintaining a good 

health of a sensor network is important in order 

to get reliable sensor data. There can be multiple 

levels of Plug and Play (PnP) in a system. While 

managing a sensor network involves detecting 

and anomalies in the sensors, detecting different 

events and alerts. Thus a node has to be 

intelligent in order to provide a good 

management support. It would not be possible 

for nodes on the network to communicate with 

each other if they are not interoperable. To be 

interoperable, the application layer protocol 

should be standardized. 
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D. Expected Outcome 

 

SNMP and HTTP protocol has been 

proposed in order to achieve greater 

standardization base that includes widely 

accepted internet technologies and to make use 

of the tools that enable better visualization of 

network. 

 

II. SENSOR NETWORK MANAGEMENT 

 

 A network management system consists of 

one or more management stations and several 

managed nodes in the network. The manager should 

be able to: 

 Discover the network topology using the 

discovery messages obtained from all the 

managed nodes. 

 Requests and reply information from 

managed nodes. 

 Track various asynchronous events and 

alerts are also possible. 

Since the nodes we want to keep track of are 

distributed, our only option is to use the network to 

manage the network. This means we need a protocol 

that allows us to read and write various pieces of 

state information on different network nodes. This 

project presents network management approach using 

two protocols: SNMP and HTTP. 

 

A. Simple Network Management Protocol (SNMP) 

 

 SNMP is a specialized request/reply 

protocol that is used to manage the network for a 

long time. In an SNMP system one or more computer 

are called managers with a task of managing a group 

of nodes, where each managed nodes executes a 

software component called agent and reports 

information via SNMP to the manager.  

Features of SNMP are: 

1) SNMP network topology discovery 

This provides a way to discover the various SNMP 

managed nodes in the network using SNMP ping. 

The manager can request information using SNMP 

protocol from any of the discovered nodes. 

2) SNMP information exchange 

An agent maintains information about the 

management variables and reports to the manager 

when requested.  

3) SNMP alert/event monitoring 

Agent also has the capability of reporting 

asynchronous messages to manager systems. 

 

B. Management Information Base (MIB) or Log file 

 Exactly how does the client indicate which 

piece of information it wants to retrieve and how 

does the server know which variable in memory to 

read to satisfy the request. SNMP uses an extensible 

design where the available information is defined by 

MIB. In this project MIB is replaced by a Log file 

which supports the features of MIB. The Log file is 

automatically created when system is started and it 

show which device is initially sensing with IP 

address, at what time systems received messages with 

date and if security provided, it shows an encrypted 

key generated for that session. 

 

C. Optimized Link State Routing Protocol (OLSR) 

 

 OLSR is an IP routing protocol for wireless 

networks. OLSR is a proactive links state routing 

protocol, which uses Hello and topology control 

messages to discover and then disseminate link state 

information throughout the network [3]. Individual 

nodes use this topology information to compute next 

hop destination for all nodes in the network using 

shortest hop forwarding paths.  

 

D. RC4 Algorithm 

 

RC4 is a stream cipher, symmetric key 

algorithm. This algorithm is used for both encryption 

and decryption as the data stream is XORed with the 

generated key sequence. The steps for RC4 

encryption algorithm is as follows: 

 Collect the data to be encrypted with the 

selected key. 

 Create two arrays of string type 

 Initialize one of the arrays with numbers 

from 0 to 255. 

 Assign the left out array using selected key. 

 Depending on the array of the key, 

randomize the first array. 

 The final key stream is to be generated by 

randomizing the first array within itself. 

 To obtain the cipher text, XOR the data to 

be encrypted with the final key stream. 

This project will display only an encrypted key in the 

respective application for each session. The same 

encrypted key can also be used for decryption (called 

symmetric key). 

 

III. DEMONSTRATION OF THREE LEVEL OF 

PLUG      AND PLAY USING SNMP 

 

 In order to make a network more dynamic in 

nature, intelligent nodes should be used means each 
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such node should provide data processing and 

networking capability. Intelligent nodes are called 

MobeeNet and Mobee. Both of these devices are 

manufactured by Mobitrum Corporation. In this 

project, MobeeNet and Mobee are replaced by 

laptops which support the features of intelligent 

nodes. MobeeNet (laptop) communicates with Mobee 

(laptop) using IEEE 802.11g/b wireless router as the 

data link layer protocol. 

 Figure 1 shows three level of PnP possible 

using SNMP protocol. Initially manager (laptop 1) 

try to connect with number of systems in the network 

by making a ping operation or selecting the IP 

address of system which is displayed on the 

application then manager will know the systems in 

the network. This discovery is done periodically and 

thus manager detects new MobeeNet and Mobees in 

the network. Manager should check the battery status 

of system before going to start a application so that 

possible runtime failures can be avoided or whether 

the system are suitable for long time operation or not.  

 At the second level each MobeeNet (laptop 

2) has SNMP agent and Log file. Mobees do not 

provide SNMP agent capabilities and make use of 

MobeeNet’s Log file to store all its management 

information. Log file provides a table for indicating 

the Mobees connected to MobeeNet and which 

information the system has been received with date 

and time. First level of PnP can be achieved between 

manager and MobeeNet.  

 At the third level each Mobee (laptop 3) 

should have two options: on and off. Whenever a 

Mobee is turned on, it should broadcast messages to 

MobeeNet and MobeeNet store this information in 

Log file. Whenever a Mobee is in turned off, it fails 

to broadcast message to MobeeNet and its entry in 

the Log file is not stored. Thus second and third level 

of PnP is also possible between MobeeNet and 

Mobee and Mobee with built in sensor. 

 

Fig. 1: Three level of Plug and Play using SNMP. 

 

IV. DEMONSTRATION OF THREE LEVEL OF 

PLUG AND PLAY USING HTTP 

 

 This approach is similar to the SNMP except 

that there is no requirement of Log file. All the 

information related to a node can be displayed on the 

web page (web browser) in the manager station. 

Hyper Text Transfer Protocol (HTTP) protocol is 

used to transfer information from a node to manager 

station. In this approach, each MobeeNet has to run a 

web server to reply to the requests sent by manager. 

Web server retrieves all the information and sends 

this updated information to manager to display it on 

html page. In figure 2, the architecture of a sensor 

network management using HTTP protocol is 

presented.  
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Fig. 2: Three level of Plug and Play using HTTP 

 

V. RESULTS AND DISCUSSIONS 

 Figure 3 and 4 shows a snapshot for 

manager or network management system application 

and MobeeNet application showing battery status and 

IP address of neighboring systems in the network. 

Once Manager and MobeeNet application are started, 

IP address of manager should display in the interface 

list of MobeeNet application and IP address of 

MobeeNet should display in the interface list of 

manager application. Then we select the respective IP 

address and press start button in both the applications 

and after some time observe the neighboring IP 

address should show in neighbor box of both the 

applications. A Log file is created automatically 

when we start the application with started date. 

Communication between the two applications should 

show in a Log file. Log file acts as a database that 

can store communicating messages with received 

date and time, how many possible routes are there for 

communication, information about sensing system 

with IP address, encrypted key for each session. 

 

 
 
Fig. 3: Manager Start up screen showing battery 

status at the end and MobeeNet IP address in 

neighbor box. 

 

Fig. 4: MobeeNet application showing battery status 

at the end and manager IP address in neighbor box. 
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Fig. 5: Log file showing communication between 

Manager and MobeeNet. 

 

VI. CONCLUSION 

 

 This project is on the demonstration of three 

levels of Plug and Play achieved using intelligent 

nodes and SNMP. SNMP protocol and Log file 

defined for all the components that make up a sensor 

network then it will be simple and easy to identify 

them and also used to achieve PnP from one access 

point such as a manager on the network. SNMP and 

HTTP usage has been proposed in order to achieve 

greater standardization that includes widely accepted 

internet technologies and to make use of the tools that 

enable better visualization of network. 
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